
Towards Multi-Objective Statistically Fair Federated Learning
Ninareh Mehrabi, Cyprien de Lichy, John McKay, Cynthia He, William Campbell

Motivation

Methodology

FedVal Algorithm

• To answer the above, server can use a validation set. This 
validation or verification step has a couple of advantages: 

1. It gives the server a dataset on which it can compute 
fairness measures with existing sensitive attributes.
2. Server can compute scores for each client model and 
weight each client accordingly
3. Validation set can audit the FL model with regards to 
any sensitive attribute. 

Results
• In Federated Learning (FL), where data is local to the 

clients and access to the sensitive attributes is a 
challenge, can we satisfy different statistical fairness 
metrics, audit, and verify clients' models?

• Can we satisfy multiple objectives including statistical 
fairness metrics in FL?

• Can we identify and mitigate the effect of uncooperative 
or adversarial clients who might inject malicious, unfair, 
and  poor-quality models into the federated system and 
instead reward better clients?

Objective:

Verifying FedVal Against Baselines:

Verifying FedVal Against Different Objectives:

FedVal with Different Client Ratios:


