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Abstract
To address data heterogeneity and communication limitation in
federated learning (FL)[1,2,3,5], we propose a new adaptive
training algorithm AdaFL, which comprises:
• an attention-based client selection mechanism for a fairer

training scheme among the clients;
• a dynamic fraction method to balance the trade-off

between performance stability and communication
efficiency.

Experimental results show that our AdaFL algorithm
outperforms the usual FedAvg algorithm, and can be
incorporated to further improve various state-of-the-art FL
algorithms, with respect to three aspects: model accuracy,
performance stability, and communication efficiency.
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Introduction
A good choice for this fraction is not clear.
• A small constant fraction method is widely used in existing

work in FL.
• Large fractions methods are more stable and bring a slight

convergence acceleration[6], at the expense of a larger
communication cost.

To obtain training stability with relatively low communication
cost, we shall consider a dynamic fraction method that
captures the advantages of both small and large fractions.

The selection probability for each client is a measure of the
“importance” of that client in a heterogeneous network. The
selection probability distribution used in the usual FL is
typically fixed. However, the relative contribution of each
client is fluid. The “importance” of the clients may vary during
training.

Overview of a typical round of FedAvg

Attention mechanism
We use Euclidean distance as a measure of the model divergence
of each local model, relative to the global model.
For selected clients in round t, the attention score would be
updated as follows:

Proposed Method

Client selection in round t + 1 then follows the updated probability 
distribution, which equals to the updated attention scores 𝒂!"# .
Here, 𝛼 represents the decay rate of previous attention score.

Dynamic fraction
The choice of constant fraction represents the trade-off
between communication efficiency and performance stability.
To circumvent this trade-off, we drop the assumption on
constant fraction, and propose a dynamic fraction method,
which adopts different fractions during different training stages,
with the fraction increasing progressively.
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For unselected clients, the attention score will have no change.

Proposed Algorithm - AdaFL

Experiments
We evaluate our AdaFL algorithm on MNIST (Non-IID data
partition with MLP model), CIFAR-10 (IID data partition with CNN
model). We use 𝑀 = 100 clients, 𝛼 = 0.9, starting fraction 0.1
and ending fraction 0.5. We report performance comparison on
accuracy and communication efficiency[2,3,4].

Step size of fraction

Step of comm. round

In this work, we only consider fixed steps for fraction updates.
It should be noted that, our methods work more generally for
monotonically increasing fractions. The largest fraction γ$ =
0.5 is an arbitrary choice, which balanced the trade-off of
stability and communication cost for large fraction case.

Our proposed algorithm AdaFL combines attention mechanism
and dynamic fraction methods, which yields better
communication efficiency with better performance stability.
The key difference and improvements of AdaFL are:
• It adaptively adjusts parameters during training;
• It complements most of the existing communication efficient

FL algorithms;
• It can be incorporated to enhance the performance of

existing popular FL optimization algorithms[2,3,4].

Fixed throughout
training 𝐩 = [𝑝!, 𝑝", … , 𝑝#]
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Conclusion and Further Work
AdaFL is a simple algorithm that can be easily incorporated into
various state-of-the-art FL algorithms to obtain improvements on
several aspects: model accuracy, performance stability, and
communication efficiency.
Further work may include general dynamic fraction method and
attention mechanism with imbalanced data.
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We use 𝒂! and 𝛾! to denote the attention vector and fraction
respectively in communication round t.
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